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Abstract. In this paper, we shall primarily investigate large time behavior and exponential behavior of a weak solution to stochastic 2D Navier–Stokes equations. To be precise, we introduce a concept of an almost sure large time behavior of a solution process and establish it for such class of equations. This is carried out by formulating the stochastic Navier-Stokes equation as a semilinear stochastic evolution equation in Hilbert spaces.
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1. Introduction

The mathematical theory of the Navier-Stokes equation is of fundamental importance to a deep understanding, prediction and control of turbulence in nature and in technological applications such as combustion dynamics and manufacturing processes. The incompressible Navier–Stokes equation has a long history (e.g., see [5], [14],[15], for some earlier studies) as a model to understand external random forces. In aeronautical applications random forcing of the Navier–Stokes equation models structural vibrations and, in atmospheric dynamics, unknown external forces such as sun heating and industrial pollution can be represented as random forces. In addition to the above reasons there is a mathematical reason for studying stochastic Navier–Stokes equations. A rigorous theory of the stochastic Navier–Stokes equation has been a subject of several papers. Several approaches have been proposed in [1], [2], [4] ,[6], [8],[9], from the classic paper by Bensoussan and Temam [2], Bensoussan [1], to some more recent results e.g., by Ferrario [8]-[9] and Cutland [6].

The long–time behavior and the exponential stability of flows are very interesting and important problems in the theory of fluid dynamics, as the vast literature shows (see Temam
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[14], among others, and the references therein). In the deterministic case, it has been known for a long time that the solutions of 2D–Navier–Stokes equation tend to a stationary one (unique in fact) when time goes to infinity, see Temam [14]. On the other hand, another interesting question is to analyze the effects produced on a deterministic system by some stochastic or random disturbances appearing in the problem. In the paper of Caraballo Langa and Taniguchi [3], they consider the stochastic disturbances in the Itô sense, so the stabilization results proved should be interpreted in a suitable sense (see also [3]). These facts have motived the present work whose main objective is to show some aspects of the effects produced in the long–time behavior of the solution for a two dimensional Navier–Stokes equation under the presence of stochastic disturbances in the Itô sense and the stabilization interpreted in a suitable sense (Mao and Liu [12]). To be precise, we consider

\[
\begin{align*}
\dot{x} &= [\nu \Delta x - \langle x, \Delta \rangle x + \Delta p + F(x)]dt + G(t, x) dW(t), \\ 
\text{div } x &= \nabla x = 0 \quad \text{in } [0, \infty) \times D, \\ 
x &= 0 \quad \text{on } [0, \infty) \times \Gamma, \\ 
x(0, x) &= x_0(x) \quad \text{in } x \in D.
\end{align*}
\]

where \(D\) is a regular open bounded domain of \(\mathbb{R}^2\) with boundary \(\Gamma\), \(x\) is the velocity field of the fluid, \(p\) the pressure, \(\nu\) the kinematic viscosity, \(x_0\) the initial velocity field, \(F\) the external force field, and \(G(t, x) dW(t)\) the random field where \(W(t)\) is an infinite dimensional Wiener process. The above classical form of the Navier–Stokes equation can be re–written in the following abstract form

\[
\begin{align*}
\dot{x} &= [\nu A x(t) + B(x(t)) + F(x(t))]dt + G(t, x(t)) dW(t), \\ 
x_0 &= x(0);
\end{align*}
\]

see section 2 for details.

The format of the rest of this paper is as follows. In the second section, we give the preliminaries containing several definitions and a Lemma. In the third section we prove some results on the large time behavior. relying on a basic robustness analysis, the criteria for almost certain asymptotic stability of the stochastic 2D–Navier–Stokes equation are outlined in Theorem 3.2. In the fourth section, we discuss the exponential behavior of 2D–Navier–Stokes Equations.

2. Preliminaries

Throughout this paper, we work in the frameworks used by Caraballo, Langa, Taniguchi [2], Liu [4]. We will also make use of notions and notations as in these papers. So we start by introducing the following Hilbert spaces:

\(H = \text{the closure of the set } \{C_0^\infty(D; \mathbb{R}^2) : \nabla u = 0\}\)

in \(L^2(D; \mathbb{R}^2)\) with the norm \(\|u\|_H = (u, u)^{1/2}\), where for \(u \in L^2(D; \mathbb{R}^2)\),

\[
(u, v) = \sum_{j=1}^2 \int_D u^j(x)v^j(x)dx.
\]

\(V = \text{the closure of the set } \{u \in C_0^\infty(D, \mathbb{R}^2) : \nabla u = 0\}\).
in $H'_0(D; \mathbb{R}^2)$ with the norm $\|u\|_V = ((u,u))^{1/2}$, where for $u, v \in H'_0(D; \mathbb{R}^2)$,

$$((u,v)) = \sum_{j=1}^2 \left( \frac{\partial u}{\partial x_j}, \frac{\partial v}{\partial x_j} \right).$$

Then it follows that $H$ and $V$ are separable Hilbert with associated inner products $(\cdot, \cdot)$ and $((\cdot, \cdot))$ and the following is satisfied

$$V \subset H \equiv H' \subset V',$$

where the injections are dense, continuous and compact. Let $P_H$ be an orthogonal projection from $L^2(D; \mathbb{R}^2)$ onto $H$. Using this, we define the operator $A : L(D; \mathbb{R}^2) \rightarrow H$ by $Au = P_H\Delta u$.

Next, we define an operator $B : V \times V \rightarrow V'$ by

$$\langle B(u,v), w \rangle = b(u,v,w) \quad \forall u,v,w \in V,$$

where $\langle \cdot, \cdot \rangle$ denotes the duality $\langle V', V \rangle$ and $b$ is the trilinear form defined by

$$b(u,v,w) = \sum_{i,j=1}^2 \int_D u^i(x) \frac{\partial v^j}{\partial x_i} (x) w^j(x) dx.$$  

Let us set $B(u) = B(u,u), \forall u \in V$ according to the model of equation (2).

Furthermore, we shall need some properties of the trilinear form $b$, and we list below the ones that we need, see Temam [6],

$$|b(u,v,w)| \leq c_1 \|u\|_H^{1/2} \|v\|_V^{1/2} \|w\|_V^{1/2}, \quad \forall u,v,w \in V,$$

$$b(u,v,v) = 0, \quad \forall u,v \in V,$$

$$b(u,v,v) = 0, \quad \forall u,v \in V,$$

$$b(u,v,v) = b(v,v,v) = 0, \quad \forall u,v \in V.$$  

Let $(\Omega, \mathcal{B}, \{B_t\}, P)$ be a probability space on which an increasing and right continuous family $\{B_t\}_{t \geq 0}$ of complete sub $\sigma$-algebras of $\{B_t\}_{t \geq 0}$ is defined. Then let $\beta_n(t)$ $(n = 1, 2, 3, \ldots)$, be a sequence of real–valued one dimensional standard Brownian motions independent of $\Omega, \mathcal{B}, \{B_t\}, P$. Moreover, set

$$W(t) = \sum_{n=1}^\infty \sqrt{\lambda'_n} \beta_n(t)e_n, \quad t \geq 0,$$

where $\lambda'_n \geq 0$ $(n = 1, 2, 3, \ldots)$ are non–negative real numbers such that $\sum_{n=1}^\infty \lambda'_n < \infty$, and $\{e_n\}$ $(n = 1, 2, 3, \ldots)$ is a complete orthonormal basis in the real and separable Hilbert space $K$. Moreover, let $Q_w \in L(K,H)$ be the operator defined by $Q_we_n = \lambda'_n e_n$. The last $K$–valued stochastic process $W(t)$ is called a $Q_w$–Wiener process. We are now prepared to state equation (2) precisely when $F : V \rightarrow V'$ and $G : (0,\infty) \times V \rightarrow L(K,H)$ are continuous functions.

**Definition 2.1.** An adapted process $x : [0, T] \times \Omega \rightarrow H$ is a weak–solution to the stochastic Navier–Stokes equation (2) if

(i) $x(t)$ is $\mathcal{B}_t$–adapted

(ii) $x(t) \in L^\infty([0, T]; H) \cap L^2([0, T], V)$ almost surely (a.s.) for all $T > 0,$
(iii) the following equation holds as an identity in $V'$ (a.s.), for $t \in [0,\infty)$
\[
x(t) = x(0) + \int_0^t [-\nabla A(x(s)) - B(x(s)) + F(x(s))] ds + \int_0^t G(s,x(s)) dW(s).
\]

We will assume the existence of such weak solutions (see, for instance Bensoussan [1]).

Finally, we conclude this section by stating the following results which are fundamental in the
development of this article.

**Lemma 2.2.** [6] Assume $x(t)$ is the weak solution of (2). For the previous $G(s,x(s))$ and
$V(s,x(s))$ when $T, \alpha, \beta$ are any positive numbers, there holds
\[
P \left[ \sup_{0 \leq t \leq T} \left[ \int_0^t (V_x(s,x(s)), G(s,x(s)) dW(s)) - \frac{\alpha}{2} \int_0^t QV(s,x(s)) ds \right] > \beta \right] \leq e^{-\alpha \beta},
\]
where
\[
QV(s,x(s)) = tr[V_x \otimes V_x(t,x(t))(G(t,x(t)) Q_w G^*(t,x(t))].
\]

Now we establish an Itô’s formula (see Pardoux ([13]) which is going to be necessary later
on in this paper. Let $C^{1,2}([0,\infty) \times H, R^+)$ denote the space of all $R^+\text{-valued functions} \, \gamma,$
defined on $(0,\infty) \times H$ with the following properties:
(1) $\gamma(t,x)$ is differentiable in $t \in [0,\infty)$ and twice Frechet differentiable in $x$ with
$\gamma_t(t,\cdot), \gamma_x(t,\cdot)$ and $\gamma_{xx}(t,\cdot)$ locally bounded on $H$,
(2) $\gamma(t,\cdot), \gamma_x(t,\cdot)$ and $\gamma_{xx}(t,\cdot)$ are continuous on $H$,
(3) for all trace class operators $R, \, tr(\gamma_{xx}(t,\cdot) R)$ is continuous from $H$ in $R$,
(4) if $v \in V$ then $\gamma_x(t,v) \in V$, and $u \rightarrow < \gamma_x(t,u), v^* >$ is continuous for each $v^* \in V$,
(5) $||\gamma_x(t,v)|| \leq C_0(t)(1 + ||v||), C_0(t) > 0,$ for all $v \in V.$

**Theorem 2.3.** (Itô formula) Let $\gamma \in C^{1,2}([0,\infty) \times H, R^+).$ If the stochastic process $x(t)$ is a
weak solution to (2), then it holds that
\[
\gamma(t,x(t)) = \gamma(0,x(0)) + \int_0^t LY(s,x(s)) ds
\]
\[
= + \int_0^t (Y_x(s,x(s)), G(x,s(s)) dW(s),
\]
where
\[
LY(s,x(s)) = \gamma_t(t,x(s))
\]
\[
+ < - \nabla A x(s) - B(x(s)) + F(x(s)), \gamma_x(t,x(s)) >
\]
\[
+ \frac{1}{2} tr(\gamma_{xx}(s,x(s)) G(s,x(s)) Q G(s,x(s))^*).
\]

**3. Large-Time Asymptotic Behavior**

Our purpose here is to introduce the large time behavior of a weak solution to equation (2)
. Let $\alpha_1 > 0$ be the first eigenvalue of $A$. We remark that $||v||_V^2 \geq \alpha_1 ||v||_{L^2}^2, \forall v \in V$ to investigate
the existence of the stationary solution to the equation
\[
\nu Au + B(u) = F(u).
\]
Throughout this section we will utilize the following condition:
There exists $\beta > 0$ such that
\[
\|F(u) - F(v)\|_{V'} \leq \beta \|u - v\|, \beta > 0, u, v \in V.
\]

Lemma 3.1. [2],[6] Suppose that condition A1 is satisfied and $F(v_m)$ converges to $F(v)$ weakly in $V'$ whenever $\{v_m\} \subset V$ converges to $v \in V$ weakly in $V$ and strongly in A1. Then,
(a) if $v > \beta$, there exists a stationary solution $u_\infty \in V$ to (9),
(b) furthermore, if $v > \frac{c_0}{\sqrt{\beta}} (v_r - v) + \beta$,

then the stationary solution to (9) is unique.

In the rest of the article when we assume $x_\infty \in V$, we will understand that the stationary solution to (9) is unique. Let us consider now the large–time asymptotic behavior of stochastic 2D–Navier–Stokes equations. For this purpose we need to utilize the following additional conditions:

(L1) Let $\varphi_1(t), \varphi_2(t)$ be continuous non–negative functions, such that:
\[
\|G(t,x(s))\|_{L_2}^2 + Q \xi^{-1}(t)\|x(t) - x_\infty\|_{L_2}^2 \leq \varphi_1(t)\|x(t) - x_\infty\|_{L_2} + \varphi_2(t),
\]

(L2) Suppose $\lambda(t) \uparrow +\infty, t \to \infty$, be a positive increasing function. Furthermore, there exist positive constants $p, \theta, \mu, l > 0$ and a positive function $\xi(t) \downarrow 0, t \to \infty$ such that:

\[
\limsup_{k \to \infty} \frac{\xi(k-1)}{\xi(k)} < p < \infty, \quad \sum_{k=1}^{\infty} \frac{1}{\lambda(k)^2} < \infty, \quad k = 1,2,\ldots,
\]

\[
\limsup_{k \to \infty} \frac{\log \lambda(k)}{\log \lambda(k-1)} \leq \theta, \quad k = 1,2,\ldots,
\]

\[
\limsup_{t \to \infty} \frac{\xi(t)}{\log \lambda(t)} \leq \mu,
\]

\[
\limsup_{t \to \infty} \frac{\xi(t) \int_0^t \varphi_2(s)ds}{\log \lambda(t)} \leq \eta,
\]

\[
\limsup_{t \to \infty} \frac{\xi(t) \int_0^t \xi^{-1}(s)ds}{\log \lambda(t)} \leq \eta,
\]

\[
\limsup_{t \to \infty} \frac{\xi(t) \int_0^t \xi^{-1}(s)ds}{\log \lambda(t)} \leq \eta.
\]

We also adhere to the notation: $x^*(t) = \sup_{0 \leq s \leq t} \|x(s) - x_\infty\|_{L_2}$.

Theorem 3.2. Let $x_\infty \in V$ and suppose that (L1) and (L2) are satisfied. Then, there exists a constant random variable $C(\omega)$ such that the solution of equation (2) satisfies
\[
x^*(t) \leq C(\omega) \log \lambda(t)^{\left(\theta + \mu + (\theta + \eta + r)\right)/2},
\]

where
$$\Theta = -2\nu + 2\beta + \frac{2c_1||x_s||_V}{\sqrt{\alpha_t}}.$$ 

**Proof.** By Itô formula [2], taking $V(t, x(t)) = ||x(t) - x_\infty||_{\tilde{H}_2}^{-1}(t)$, we get

$$||x(t) - x_\infty||_{\tilde{H}_2}^{-1}(t) = ||x(0) - x_\infty||_{\tilde{H}_2}^{-1}(0)$$

$$+ \int_0^t \frac{d\tilde{\xi}^{-1}(s)}{ds} ||x(s) - x_\infty||_{\tilde{H}_2}^2 ds - 2 \int_0^t \tilde{\xi}^{-1}(s) (vA x(s), x(s) - x_\infty) ds$$

$$- 2 \int_0^t \tilde{\xi}^{-1}(s) (B(x(s)), x(s) - x_\infty) ds + 2 \int_0^t \tilde{\xi}^{-1}(s) (F(x(s)), x(s) - x_\infty) ds$$

$$+ \int_0^t \tilde{\xi}^{-1}(s) ||G(s, x(s))||_{L_2}^2 ds + 2 \int_0^t (\tilde{\xi}^{-1}(s) ||x(s) - x_\infty||_H, G(s, x(s)) dW(s))$$

Consider (3), and

$$\int_0^t (vA x_\infty, x(s) - x_\infty) ds + \int_0^t (B(x_\infty), x(s) - x_\infty) ds$$

$$= \int_0^t (F(x_\infty), x(s) - x_\infty) ds,$$

to write

$$||x(t) - x_\infty||_{\tilde{H}_2}^{-1}(t) = ||x(0) - x_\infty||_{\tilde{H}_2}^{-1}(0) + \int_0^t \frac{d\tilde{\xi}^{-1}(s)}{ds} ||x(s) - x_\infty||_{\tilde{H}_2}^2 ds$$

$$- \int_0^t (\nu \tilde{\xi}^{-1}(s) (A x(s) - A x_\infty, x(s) - x_\infty)) ds + \int_0^t \tilde{\xi}^{-1}(s) (F(x(s)) - F(x_\infty), x(s) - x_\infty) ds$$

$$- 2 \int_0^t \tilde{\xi}^{-1}(s) (B(x(s)) - B(x_\infty), x(s) - x_\infty) ds + \int_0^t \tilde{\xi}^{-1}(s) ||G(s, x(s))||_{L_2}^2 ds$$

$$+ 2 \int_0^t (\tilde{\xi}^{-1}(t) ||x(s) - x_\infty||_H, G(s, x(s)) dW(s))$$

Here we used that,

$$\langle B(x(s)) - B(x_\infty), x(s) - x_\infty \rangle = b(x(s) - x_\infty, x(s) - x_\infty)$$

$$\leq c_1 ||x(s) - x_\infty||_{\tilde{H}_2}^{\frac{1}{2}} ||x(s) - x_\infty||_{1/2} ||x(s) - x_\infty||_{1/2} ||x(s) - x_\infty||_{1/2}^{\frac{1}{2}}$$

$$\leq \frac{c_1}{\sqrt{\alpha_t}} ||x(s)||_{1/2} ||x(s) - x_\infty||_{1/2}^{\frac{1}{2}}$$

Therefore,
By conditions (L1) and (L2), for any \( k \) if
\[
\lim_{t \to \infty} \int_0^t \frac{d\xi^{-1}(s)}{ds} |x(s) - x_\infty|^2 \, ds = 0
\]
we apply the well known Borel–Cantelli Lemma to obtain the fact that there exists an integer \( k_0(\omega) \) for almost all \( \omega \in \Omega \) such that
\[
\lim_{t \to \infty} \frac{1}{t} \int_0^t |x(s) - x_\infty|^2 \, ds = 0.
\]
Utilizing Lemma 2. 2 leads to
\[
P\left\{ \omega : \sup_{k \leq t \leq w} \left[ \int_0^t (\log \lambda(k) + t \xi^{-1}(k) \log \lambda(k)) + \int_0^t Q|x(s) - x_\infty||H, G(s,x(s)dW(s)) dt \right] \right. 
\]
\[
\leq -\frac{\alpha}{2} \int_0^t Q|x(s) - x_\infty||H, G(s,x(s)dW(s)) dt > \beta \} \right\} = e^{-\alpha\beta}.
\]
After taking
\[
\alpha = 2\xi(k), \quad \beta = \xi^{-1}(k) \log \lambda(k), \quad w = k,
\]
we apply the well known Borel–Cantelli Lemma to obtain the fact that there exists an integer \( k_0(\omega) \) for almost all \( \omega \in \Omega \) such that
\[
|x(t) - x_\infty||H^2 \leq \int_0^t (\log \lambda(k) \xi^{-1}(k) + t \xi^{-1}(k) \log \lambda(k)) + \int_0^t Q|x(s) - x_\infty||H^2 \xi^{-1}(s)ds
\]
Therefore,
\[
|x(t) - x_\infty||H^2 \leq \xi(t) \int_0^t (\log \lambda(k) \xi^{-1}(k) + t \xi^{-1}(k) \log \lambda(k)) + \int_0^t Q|x(s) - x_\infty||H^2 \xi^{-1}(s)ds
\]
\[
+ \xi(t) \int_0^t Q|x(s) - x_\infty||H^2 \xi^{-1}(s)ds + \xi(t) \log \lambda(k) \xi^{-1}(k) \log \lambda(k) + \int_0^t Q|x(s) - x_\infty||H^2 \xi^{-1}(s)ds
\]
Applying Bellman–Gronwall’s inequality, we get
\[
|x(t) - x_\infty||H^2 \leq \left[ \xi(t) \log \lambda(k) + \xi(t) \int_0^t Q|x(s) - x_\infty||H^2 \xi^{-1}(s)ds \right]
\]
\[
\times \exp \left[ \xi(t) \int_0^t Q|x(s) - x_\infty||H^2 \xi^{-1}(s)ds + \xi(t) \log \lambda(k) + \xi(t) \int_0^t Q|x(s) - x_\infty||H^2 \xi^{-1}(s)ds \right].
\]
By conditions (L1) and (L2), for any \( \epsilon > 0 \) there exists a random integer \( k_1 = k_1(w) \) such that if \( k - 1 \leq t \leq k, k \geq k_1 \vee k_0 \) we have
\[
\log \|x_t - x_\infty\|^2_H \leq \log [\log \lambda^{1+\varepsilon}(t)(M + \varepsilon) + \log \lambda^{1+\varepsilon}(t)] \\
+ [((l + \varepsilon) + \Theta(\eta + \varepsilon) + (r\alpha^{-1}_1 + \varepsilon)) \log \log \lambda(t),
\]

which implies immediately that
\[
\lim_{t \to \infty} \frac{\log \|x(t) - x_\infty\|^2_H}{\log \log \lambda(t)} \leq (\theta + \varepsilon) \vee (\mu + \varepsilon) + l + \Theta \eta + r\alpha^{-1}_1 + \varepsilon.
\]

Letting \(\varepsilon \to 0\) ends up with
\[
\lim_{t \to \infty} \frac{\log \|x(t) - x_\infty\|^2_H}{\log \log \lambda(t)} \leq \theta \vee \mu + l + \Theta \eta + r\alpha^{-1}_1. \quad \text{a.s.}
\]

Finally, invoke lemma 6.3, of [5], to realize the fact that there exists a random variable \(C(\omega)\) such that
\[
x^*(t) \leq C(\omega) \left[ \log \lambda(t)^{(\theta \vee \mu + l + \Theta \eta + r\alpha^{-1}_1)/2} \right], \quad \text{a.s.},
\]
and here the proof ends. \(\blacksquare\)

4. Exponential Stability Behavior

Here we shall prove the almost sure exponential stability behavior of weak solutions to stochastic Navier–Stokes equations (2). For this purpose, we utilize the following conditions:

(G1) Let \(\varphi(t)\) be a continuous non negative function such that:
\[
\|G(t,x(t))\|_{L^2}^2 \leq \|x(t) - x_\infty\|^2_H \varphi(t),
\]

(G2) Let \(\rho(t)\) be a continuous non negative function and \(\mu \in \mathbb{R}\) such that:
\[
\lim_{t \to \infty} \frac{\int_0^t \varphi(s)ds}{t} \leq \mu.
\]

**Theorem 4.1.** Let \(x_\infty \in V\). Suppose that the hypothesis of Theorem 3.2 and conditions (G1)–(G2) are satisfied. Then, any weak solution \(x(t)\) to (2) satisfies
\[
\limsup_{t \to \infty} \frac{\log \|x(t) - x_\infty\|_H}{t} \leq -2\nu + 2\beta + \frac{2c_1}{\alpha} \|x_\infty\| + 2\mu,
\]
provided that
\[
2\nu > 2\beta + \frac{2c_1\|x_\infty\|}{\alpha^2} + 2\mu.
\]

**Proof.** By Itô formula,
Further assumption of $P$ with Lemma 2.2 implies that $k$ integer $\gamma$ Hence,

$$\log\|x(t) - x_\infty\|_H^2 = \log\|x(0) - x_\infty\|_H^2 - 2\int_0^t \frac{\langle vAx(s), x(s) - x_\infty \rangle}{\|x(s) - x_\infty\|_H^2} ds$$

$$-2\int_0^t \frac{\langle B(x(s)), x(s) - x_\infty \rangle}{\|x(s) - x_\infty\|_H^2} ds + 2\int_0^t \frac{\langle F(x(s)), x(s) - x_\infty \rangle}{\|x(s) - x_\infty\|_H^2} ds$$

$$-2\int_0^t \frac{\|G(s, x(s))\|_2^2}{\|x(s) - x_\infty\|_H^2} ds + 2\int_0^t \frac{(x(s) - x_\infty, G(s, x(s))dW(s))}{\|x(s) - x_\infty\|_H^2}.$$

Further assumption of

$$\log\|x(t) - x_\infty\|_H^2 \leq \log\|x(0) - x_\infty\|_H^2 - 2\int_0^t \varphi(s) ds$$

$$-2\int_0^t \left(\nu - \beta - \frac{c_1}{\sqrt{t}} \|x_\infty\|_V\right) ds + 2\int_0^t \frac{(x(s) - x_\infty, G(s, x(s))dW(s))}{\|x(s) - x_\infty\|_H^2}.$$

with Lemma 2.2 implies that

$$P\left\{ \omega : \sup_{0 \leq s \leq t} \left[ \int_0^t \frac{(x(s) - x_\infty, G(s, x(s))dW(s))}{\|x(s) - x_\infty\|_H^2} - \frac{u}{2} \int_0^t \frac{2\|G(s, x(s))\|_2^2}{\|x(s) - x_\infty\|_H^2} ds \geq \nu \right] \right\} \leq e^{-uv}.$$

Then by assuming $\epsilon > 0$ to be arbitrarily small, and taking $u = \rho(\epsilon k), \nu = \rho(\epsilon k)^{-1} \log k, \ w = k\epsilon, \ k = 1, 2, \ldots,$

together with the Borel–Cantelli lemma, we realize that for almost all $\omega \in \Omega$, there exists an integer $k_0(\epsilon, \omega) > 0$ such that

$$\int_0^t \frac{(x(s) - x_\infty, G(s, x(s))dW(s))}{\|x(s) - x_\infty\|_H^2} \leq \rho(\epsilon k)^{-1} \log k + \rho(\epsilon k) \int_0^t \frac{\|G(s, x(s))\|_2^2}{\|x(s) - x_\infty\|_H^2} ds.$$

Therefore,

$$\log\|x(t) - x_\infty\|_H^2 \leq \log\|x(0) - x_\infty\|_H^2 - 2\int_0^t \left(\nu - \beta - \frac{c_1}{\sqrt{t}} \|x_\infty\|_V\right) ds$$

$$-2\int_0^t \varphi(s) ds + 2\rho(\epsilon k)^{-1} \log k + \rho(\epsilon k) \int_0^t \varphi(s) ds$$

Hence,

$$\log\|x(t) - x_\infty\|_H^2 \leq \log\|x(0) - x_\infty\|_H^2 - 2\int_0^t \left(\nu - \beta - \frac{c_1}{\sqrt{t}} \|x_\infty\|_V\right) ds$$

$$+2\rho(\epsilon k)^{-1} \log k + \left[\rho(\epsilon k) - 2\right] \int_0^t \varphi(s) ds,$$

for all $(k - 1)\epsilon \leq t \leq k\epsilon, \ k \geq k_0(\epsilon, \omega) \lor k_1(\epsilon)$; from which it immediately follows that
\[
\limsup_{t \to \infty} \frac{\log ||x(t)-x_\infty||}{t} \leq -2\nu + 2\beta + \frac{2c_1}{\sqrt{\nu}}||x_\infty|| + 2\mu, \quad \text{a.s.}
\]
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